SUBMIT(1) Grid Engine User Commands SUBMIT(1)

NAME
gsub - submit a batch job to Grid Engine.
gsh - submit an interacte X-windows session to Grid Engine.
glogin - submit an interae login session to Grid Engine.
grsh - submit an interacte rsh session to Grid Engine.
galter - modify a pending or running batch job of Grid Engine.
gresub - submit a cgpf an «isting Grid Engine job.

SYNTAX

gsub[ options] [ command | --[ command_args]]

gsh[ options] [ -- xterm_args]

glogin [ options]

grsh [ options] [ command[ command_args]]

galter [ options] wc_job_range_list[ -- [ command_args]]
galter [ options] -u user_list | -uall[ -- [ command_args]]

gresub[ options] job_id_list

DESCRIPTION

Qsubsubmits batch jobs to the Grid Engine queuing system. Grid Engine supports single- and multiple-
node jobsCommand can be a path to a binary or a script (debelov) which contains the commands to

be run by the job using a shell (faxaenple,sh(1) or csh(1)). Arguments to the command are/ey as
command_argsto gsub . If commandis handled as a script then it is possible to embed flags in the script.
If the first two characters of a script line either match '#$’ or are equal to the prefix string defined with the
-C option described belq the line is parsed for embedded command flags.

Qshsubmits an interaate X-windows session to Grid Engine. Atierm(1) is brought up from thexecut-
ing machine with the display directed either to the X-wemdicated by the DISPMenvironment \ari-
able or as specified with thelisplay gshoption. Interactie jobs are not spooled if no resourcevailable
to execute them. The are either dispatched to a suitable machine kecetion immediately or the user
submitting the job is notified bgsh that appropriate resources tmeeute the job are notvailable.
xterm_args are passed to thderm(1) executable. Notehowever, that the—e and-Is xterm options do
not work withgsh .

Qlogin is similar togshin that it submits an interagé job to the queuing system. It does not open an
xterm(1) windown on the X displaybut uses the current terminal for user 1/0. Usuallggin establishes a
telnet(1) connection with the remote host, using standard client- andrséteé commands. These com-
mands can be configured with thlgin_daemon(serverside, Grid Engingelnetd if not set, otherwise
something lile fusr/sbin/in.telnetd) andlogin_command (client-side, Grid Enginéelnetif not set, other

wise something lik fusr/bin/telnet) parameters in the global and local configuration settings ainf(5).

The client side command is automatically parameterized with the remote host name and port number to
which to connect, resulting in arviscation like

/usr/bin/telnet my xec_host 2442

for example. Qlogin is invoked exactly like gshand its jobs can only run on INTERACTIVE queu&3io-
gin jobs can only be used if tlyg_execd8) is running under the root account.

Qrshis similar toglogin in that it submits an interagé job to the queuing system. It uses the current ter
minal for user 1/0.Usually, grsh establishes &h (1) connection with the remote host. If no command is
given to grsh, an rlogin (1) session is established@he serer-side commands used can be configured with
the rsh_daemon and rlogin_daemon parameters in the global and local configuration settings of
ge_conf(5). AnGrid Enginershd or rlogind is used if the parameters are not set. If the parameters are set,
they should be set to something dikiusr/sbin/in.rshd or /usr/sbin/in.rlogind. On the client-side, the
rsh_commandandrlogin_command parameters can be set in the global and local configuration settings
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of ge_conf(5). If they are not set, special Grid Engimsh (1) andrlogin (1) binaries deliered with Grid
Engine are used. Use the cluster configuration parameters goaietenechanisms kksshor thersh (1)
andrlogin (1) facilities supplied with the operating system.

Qrshjobs can only run in INTER&TIVE queues unless the optiemow no is used (see bel). They can
also only be run, if thge_execd8) is running under the root account.

Qrsh provides an additional useful feature for igtating with interactie ols providing a specific com-
mand shell. If the aironment \ariable QRSH_WRAPPER is set whemgrsh is invoked, the command
interpreter pointed to bQRSH_WRAPPER will be executed to rumgrsh commands instead of the users
login shell or ag shell specified in thgrsh command-line. Theptions-cwd, -v, -V, and-display only
apply to batch jobs.

Qalter can be used to change the attributes of pending jobs. For array jobs with a mix of running and pend-
ing tasks (see thet option below), modification witlgalter only affects the pending task§alter can

change most of the characteristics of a job (see the corresponding statements in the OPTIONS section
below), including those which were defined as embedded flags in the script file (sep &mmesubmit

options, such as the job script, cannot be changed with I. galter.

Qresuballows the user to create jobs as copies of existing pending or running jobs. The copied jobs will
have exactly the same attributes as the ones from which wexe copied, except with awgob ID and

with a cleared hold state. The only modification to the copied jobs supportgddmbis assignment of a

new hold state with the-h option. This option can be used to first g@pjob and then change its attites

via galter.

Only a manager can usgesubon jobs submitted by another us&egular users can only usgesubon
their own jobs.

For gsub gsh grsh and glogin the administrator and the user may define default request files (see
ge_requestb)) which can contain gmof the options described be&lo If an gption in a default request file

is understood bygsubandglogin but not by gshthe option is silently ignored dshis invoked. Thus you

can maintain shared default request files for lpgtibandqsh

A cluster wide default request file may be placed under $GETR$GE_CELL/common/ge_request.

User priate default request files are processed under the locations $HOME/.ge_request and
$cwd/.ge_request. The working directory local default request file has the highest precedence, then the
home directory located file and then the cluster global filke option arguments, the embedded script
flags and the options in the default request files are processed in the following order:

left to right in the script line,

left to right in the default request files,

from top to bottom of the script filgggubonly),
from top to bottom of default request files,
from left to right of the command line.

In other words, the command line can be useduerride the embedded flags and the default request set-
tings. Theembedded flags, hower, will override the default settings.

Note, that the-clear option can be used to discard/gmevious settings at grtime in a default request file,
in the embedded script flags, or in a command-line option. It is,veowet available withgalter.

The options described b&lacan be requested either hard or soft. By default, all requests are considered
hard until the-soft option (see below) is encountered. The hard/soft status remains in effect until its coun-
terpart is encountered @g. If all the hard requests for a job cannot be met, the job will not be scheduled.
Jobs which cannot be run at the present time remain spooled.

OPTIONS
—@ optionfile
Forcesqgsub grsh gsh or gloginto use the options containeddptionfile. The indicated file may
contain all valid options. Comment lines must start with a "#" sign.
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—a date_time

Available forgsubandgalter only.

Defines or redefines the time and date at which a job is eligiblexéout®on. Date_time con-
forms to [[CC]]YY]MMDDhhmm[.SS], for the details, please $2&te timein: sge_typeél).

If this option is used witlysubor if a corresponding value is specifiedgmonthen a parameter
nameda and the alue in the format CCYYMMDDhhmm.SS will be passed to the defined JSV
instances (se€jsv option belav or find more information concerning JSVjav(1))

—ac variable[=value],...

Available forqsub gsh grsh gloginandqalter only.

Adds the gien namehalue pair(s) to the job’ ontext. Value may be omitted. Grid Engine
appends the géen argument to the list of context variables for the.jdultiple —ac, —dc, and —sc
options may be gen. Theorder is important here.

The outcome of theveluation of all-ac, —dc, and —scoptions or corresponding valuesgmonis
passed to defined JSV instances as parameter with theatanfgee—jsv option belov or find

more information concerning JSV jsv(1)) QALTERallows changing this optiorven while the
job executes.

—ar ar_id

Available forqsub galter, grsh gsh or glogin only.

Assigns the submitted job to be a part of an existing Advance Ré&sarv Thecomplete list of
existing Advance Reservations can be obtained usingrdtat(1) command.

Note that the-ar option adds implicitly the-w e option if not otherwise requested.

Qalter allows changing this optiorven while the job gecutes. The modified parameter will only
be in effect after a restart or migration of the job haaue

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the reamésee—jsv option belov or find more infof
mation concerning JSV igv(1))

—A account_string

Available forqsub gsh grsh gloginandqalter only.

Identifies the account to which the resource consumption of the job should edch@he
account_string should conform to theame definition in M sge_types 1 . In the absence of this

parameter Grid Engine will place the default account string "ge" in the accounting record of the
job.

Qalter allows changing this optiorven while the job &ecutes.

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the ramgsee—jsv option belaov or find more infor
mation concerning JSV igv(1))

—binding [ binding_instance ] binding_strategy

GE 6.2u5

A job can request a specific processor core binding (procefisityafvith this parameterThis
request is neither a hard nor a soft request, it is a hint fox#eat®n host to do this if possible.
Please note that the requested binding strategy is not used for reselgcgon within Grid
Engine. Asa result an recution host might be selected where Grid Engine doeswventk@mow
the hardware topology and therefore is not able to apply the requested binding.
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To enforce Grid Engine to select hardware on which the binding can be applied please-use the
switch in combination with the complettribute m_topology.

binding_instanceis an optional parametdt might either beenv, pe or setdepending on which
instance should accomplish the job to core binding. If #heevforbinding_instanceis not speci-
fied thensetwill be used.

env means that the gmonment \ariableSGE_BINDING will be exported to the job gmonment

of the job This variable contains the selected operating system internal processor nuiiteyrs.

might be more than selected cores in presence of SMT or CMT because each core could be repre-
sented by multiple processor identifiers. The processor numbers are space separated.

pe means that the information about the selected cores appears in the fourth column of the
pe_hostfile Here the logical core and socket numbers are printegt &aet at O and hae

holes) in colon separated pairs (i.e. 0,0:1,0 which means core O @ 6camkd core 0 on sosk

1). For more information about the $pe_hostfile chgekpe(5)

set(default if nothing else is specified). The binding strategy is applied by Grid Engimethito
is achieed depends on the underlying hardware architecture ofxtemuton host where the sub-
mitted job will be started.

On Solaris 10 hosts a processor set will be created where the jokctzsively run in. Because
of operating system limitations at least one core must remain unbound. This resource could of
course used by an unbound job.

On Linux hosts a processor affinity mask will be set to restrict the job toxolusgely on the
selected cores. The operating system allows other unbound processes to use theBdeastes.
note that on Linux the binding requires a Linuxrkel version of 2.6.16 or greatér might be

even possible to use a kernel withwer version number but in that case additional kernel patches
have © be gplied. Theloadchecktool in the utilbin directory can be used to check if the hosts
capabilities. ¥u can also use theepin combination with-cb of gconf(5) command to identify

if Grid Engine is able to recognize the hardware topology.

Possible values fdrinding_strategy are as follows:

linear:<amount>[:<socket>,<core>]
striding:<amount>:<n>[:<socket>,<core>]
explicit:[<socket>,<core>;...]<socket>,<core>

For the binding strategy linear and striding there is an optional socket and core pair attached.
These denotes the mandatory starting point for the first core to bind on.

linear means that Grid Engine tries to bind the jobamnount successie @res. If socketand
core is omitted then Grid Engine first allocates suceesedres on the first empty socket found.
Empty means that there are no jobs bound to the socket by Grid Eifginis.is not possible or

is not sufficient Grid Engine tries to find (further) cores on theetogkh the most unbound cores
and so on. If the amount of allocated cores vgelothan requested cores, no binding is done for
the job If socketandcoreis specified then Grid Engine tries to find amount of empty cogna-be
ning with this starting point. If this is not possible then binding is not done.

striding means that Grid Engine tries to find cores with a certdgeof Itwill selectamount of
empty cores with a offset of -1 cores in between. Start point for the search algorithm is socket 0
core 0. As soon ammount cores are found tlyewill be used to do the job binding. If there are not
enough empty cores or if correct offset cannot be wethitaen there will be no binding done.
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explicit binds the specified sockets and cores that are mentioned in the provided socket/core list.
Each socket/core pair has to be specified only once. If @%cake pair is already in use by a dif-
ferent job the whole binding request will be ignored.

Qalter allows changing this optiorven while the job g&ecutes. The modified parameter will only
be in effect after a restart or migration of the job, hawve

If this option or a correspondingalie in gmon is specified then these values will be passed to
defined JSV instances as parameters with the néimeléng_strategy, binding_type, bind-
ing_amount, binding_step,  binding_socket binding_core, binding_exp_n  bind-
ing_exp_socket<id>binding_exp_core<id>

Please note that the length of the stfdore value list of the explicit binding is reportedasl-
ing_exp_n <id> will be replaced by the position of the setkore pair within the explicit list (0
<=id < binding_exp_n). Thefirst socket/core pair of the explicit binding will be reported with
the parameter namémding_exp_socketGand binding_exp_core0.

Values that do not apply for the specified binding will not be reported to Bgvbinding_step
will only be reported for the striding binding and lailhding_exp_* values will passed to JSV if
explicit binding was specified(see -jsvoption belav or find more information concerning JSV
in jsv(1))

~b y[es]|n[o]
Available for gsuh grsh only. Qalter does not allev changing this option. This option cannot be
embedded in the script file itself.

Gives the user the possibility to indicate explicitly whetkemmand should be treated as binary
or script. If the value of-b is 'y’, then command may be a binary or scriptThe command
might not be accessible from the submission host. Nothing except the pathcofrimand will

be transferred from the submission host to tteew@ion host. Bth aliasing will be applied to the
path ofcommandbeforecommandwill be executed.

If the value of-b is 'n’ then command needs to be a script and it will be handled as script. The
script file has to be accessible by the submission host. It will be transferred xedhioa host.
gsubigrshwill search directre prefixes within script.

gsubwill implicitly use -b n whereagjrshwill apply the-b y option if nothing else is specified.

The value specified with this option or the corresponding value specifigehanwill only be
passed to defined JSV instances if the valugess The name of the parameter will be The
value will bey also when then long foriyes was Pecified during submissionsee—jsv option
belov or find more information concerning JSVjav(1))

Please note that submission @fmmand as script £b n) can hae a gnificant performance
impact, especially for short running jobs and big job scrifixipt submission adds a nhumber of
operations to the submission process: The job script needs to be

- parsed at client side (for special comments)

- transferred from submit client to gmaster

- spooled in gmaster

- transferred toxecd at job &ecution

- spooled in eecd

- removed from spooling both inxecd and gmaster once the job is done

If job scripts are \ailable on the recution nodes, e.g. via NFS, binary submission can be the bet-
ter choice.
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—c occasion_specifier
Available forgsubandgalter only.

Defines or redefines whether the job should be checkpointed, and if so, under what circumstances.
The specification of the checkpointing occasions with this optiernwoites the definitions of the

when parameter in the checkpointinguwionment (seecheckpoini5)) referenced by thesub

—ckpt switch. Possiblealues foroccasion_specifieare

no checkpoint is performed.

checkpoint when batch server is shut down.
checkpoint at minimum CPU interval.
checkpoint when job gets suspended.
<intenal> checkpointn the specified time interval.

><3(/)3

The minimum CPU interval is defined in the queue configurationgiseee confs) for details).
<intenal> has to be specified in the format hh:mm:$fe maximum of <interval> and the
gueues minimum CPU interval is used if <interval> is specified. This is done to ensure that a
machine is notwerloaded by checkpoints being generated too frequently.

The \alue specified with this option or the corresponding value specifepdamwill be passed to
defined JSV instances. The <interval> will hailable as parameter with the nameinterval.
The character sequence specified will balable as parameter with the nameoccasionPlease
note that if you change occasiorvia JSV then the last setting of interval will be overwritten
and vice ersa. (seejsv option belav or find more information concerning JSVjav(1))

—ckpt ckpt_name
Available forqsubandgalter only.

Selects the checkpointing environment (sbeckpoini{5)) to be used for checkpointing the job
Also declares the job to be a checkpointing job.

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the ngpe (see—jsv option belov or find more
information concerning JSV isv(1))

—clear Available forqsuh gsh grsh and glogin only.

Causes all elements of the job to be reset to the initial default status prior to appyymgdiir
cations (if any) appearing in this specific command.

—cwd Available forgsuh gsh grshandgalter only.

Execute the job from the currenvking directory This switch will actvate Grid Engines path
aliasing facility if the corresponding configuration files are presentdsesliaseg5)).

In the case ofjalter, the previous definition of the current working directory will lveraritten if
galteris executed from a different directory than the precedjsgbor qalter.

Qalter allows changing this optiorven while the job gecutes. The modified parameter will only
be in effect after a restart or migration of the job, haawve

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the ramie The value of this parameter will be the
absolute path to the current working directdSV scripts can renve the path from jobs during
the verification process by setting treue of this parameter to an empty string. As a result the job
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behaes as f -cwd was ot specified during job submissiofsee-jsv option belav or find more
information concerning JSV isv(1))

—C prefix_string
Available forgsubandqgrshwith script submission- n).

Prefix_stringdefines the prefix that declares a direxin the jobs command. The prefix is not a

job attribute, but affects the behaviorggubandqrsh If prefix is a null string, the command will

not be scanned for embedded dinesi

The directve prefix consists of tw ASCII characters which, when appearing in the first imtes

of a script line, indicate that what follows is an Grid Engine command. The default is "#3$".

The user should benare that changing the first delimiting character can produce unforeseen side
effects. If the script file contains ghing other than a "#" character in the first byte position of the
line, the shell processor for the job will reject the line and may exit the job prematurely.

If the -C option is present in the script file, it is ignored.

—dc variable,...
Available forqsub gsh grsh gloginandqalter only.

Remaves the given variable(s) from the jolk’oontext. Multiple —ac, —dc, and —scoptions may be
given. Theorder is important.

Qalter allows changing this optiorven while the job &ecutes.

The outcome of theveluation of all-ac, —dc, and —scoptions or corresponding valuesgmonis
passed to defined JSV instances as parameter with theatanfgee—jsv option belov or find
more information concerning JSV jsv(1))

—display display_specifier
Available forgshandgrsh

Directsxterm(1) to usedisplay_specifierin order to contact the X seaw Thedisplay_specifier
has to contain the hostname part of the display name (e.g. myhdsicHl. display names (e.g.
:0) cannot be used in gridwdronments. lues set with the-display option overwrite settings
from the submission environment and fresncommand line options.

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the rispéay. This value will also beailable in the
job environment which might optionally be passed to JSV scripts. The variable name ii-be
PLAY . (see-jsv option belav or find more information concerning JSVjav(1))

—dl date_time
Available forqsub gsh grsh gloginandqalter only.

Specifies the deadline initiation time in [[CC]YY]MMDDhhmm[.SS] format (se® option

above). The deadline initiation time is the time at which a deadline job has to reach top priority to
be able to complete within avgh deadline. Before the deadline initiation time the priority of a
deadline job will be raised steadily until it reaches the maximum as configured by the Grid Engine
administrator.

This option is applicable only for users allowed to submit deadline jobs.
If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the ndim&he format for the date time value is

CCYYMMDDhhmm.SS (see-jsv option belov or find more information concerning JSV in
jsv(1))
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—e [[hostname]:]path,...

—hard

GE 6.2u5

Available forqsub gsh grsh gloginandqalter only.

Defines or redefines the path used for the standard error stream of te gh gqrshandglogin

only the standard error stream of prolog and epilog is redirected. piatheconstitutes an abso-

lute path name, the error-path atitid of the job is set tpath, including thehostname If the

path name is relat, Grid Engine gpandspath either with the current @rking directory path (if

the —cwd switch (see abe) is dso specified) or with the home directory pathhdistnameis
present, the standard error stream will be placed in the corresponding location only if the job runs

on the specified host. If the path contains a ":" withoubstname a leading ":" has to be speci-
fied.

By default the file name for interaati jobs is/dev/null For batch jobs the default file name has
the form job_namegjob_id and job_namegjob_idtask_id for array job tasks (seet option
below).

If path is a directorythe standard error stream of the job will be put in this directory under the
default file name. If the pathname contains certain pseudiooement variables, their value will

be expanded at runtime of the job and will be used to constitute the standard error stream path
name. The following pseudo environment variables are supported currently:

$HOME homedirectory on gecution machine
SUSER uselD of job owner

$JOB_ID currenjob 1D

$JOB_MNAME currentjob name (seeN option)
$HOSTNAME nameof the execution host
$TASK_ID arrayjob task inde number

Alternatively to $3HOME the tilde sign "™ can be used as commoesin(1) orksh(1). Note,that

the "™ sign also wrks in combination with user names, so that ""<user>" expands to the home
directory of <user>. Using another user ID than that of the job owner requires corresponding per
missions, of course.

Qalter allows changing this optiorven while the job &ecutes. The modified parameter will only
be in effect after a restart or migration of the job, haawve

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the manfeee—jsv option belaov or find more informa-
tion concerning JSV ijsv(1))

Available forqsub gsh grsh gloginandqalter only.

Signifies that al-q and -I resource requirements following in the command line will be hard
requirements and must be satisfied in full before a job can be scheduled.

As Grid Engine scans the command line and script file for Grid Engine options and parameters it
builds a list of resources required by a.jll such resource requests are considered as absolutely
essential for the job to commence. If the&oft option (see below) is encountered during the scan
then all following resources are designated as "soft requirementXefartien, or "nice-to-hee,

but not essential”. If the-hard flag is encountered at a later stage of the scan, all resource requests
following it once again become "essential". Himrd and—soft options in effect act as "toggles"
during the scan.

If this option or a corresponding value gmonis specified then the corresponding and -I

resource requirements will be passed to defined JSV instances as parameter with the names
g_hard andl_hard. Find for information in the sections describing and-I. (see—jsv option
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belov or find more information concerning JSVjav(1))

=h | =h {u|s|o|n|U|O|S}...
Available for gsub(only —h), qrsh galter andqgresub(hold state is remad when not set>glic-
itly).

List of holds to place on a job, a task or some tasks of a job.

‘U’ denotesa user hold.

‘s’ denotesa g/stem hold.

‘0’ denotesa gperator hold.

‘n’ denotesno hold (requires manager privileges).

As long as ayhold other than ‘n’ is assigned to the job the job is not eligibleXecwion. Holds
can be released vigalter andqgris(1). In case ofgalter this is supported by the following addi-
tional option specifiers for theh switch:

‘U’ removes a tser hold.
‘S’ removes a ystem hold.
‘O’ removes a gerator hold.

Grid Engine managers can assign and regrah hold types, Grid Engine operators can assign and
remove wser and operator holds, and users can only assign oveaser holds.

In the case ofjsubonly user holds can be placed on a job and thus only the first form of the option
with the —h switch alone is allwed. As opposed to thisgalter requires the second form
described abe.

An alternate means to assign hold is provided bytiwdd(1) facility.

If the job is a array job (see th¢ option below), all tasks specified vié are affected by theh
operation simultaneously.

Qalter allows changing this optiorven while the job gecutes. The modified parameter will only
be in effect after a restart or migration of the job, hawve

If this option is specified witlyjsubor during the submission of a jobgmonthen the parametér

with the \alueu will be passed to the defined JSV instances indicating that the job will be in user
hold after the submission finishesee—jsv option belev or find more information concerning
JSV injsv(1))

—help Prints dlisting of all options.

—hold_jid wc_job_list
Available forqsub grsh, and galter only. Seesge_typeél). forwc_job_list definition.

Defines or redefines the job dependelist of the submitted jabA reference by job name or pat-
tern is only accepted if the referenced jobvismed by the same user as the referring Jte sub-
mitted job is not eligible for>ecution unless all jobs referenced in the comma-separated job id
and/or job name list va completed. Ifary of the referenced jobs exits with exit code 100, the
submitted job will remain ineligible forxecution.

With the help of job names or regular pattern one can specify a job dependenaltiple jobs
satisfying the regular pattern or on all jobs with the requested name. The name dependencies are
resolhed at submit time and can only be changed via g&lew jobs or name changes of other

jobs will not be taken into account.
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Qalter allows changing this optiorven while the job &ecutes. The modified parameter will only
be in effect after a restart or migration of the job, hawve

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the etk jid. (see—jsv option belav or find more
information concerning JSV isv(1))

—hold_jid_ad wc_job_list

Available forqsub grsh, and galter only. Seesge_typeél). forwc_job_list definition.

Defines or redefines the job array depengéist of the submitted jalA reference by job name or
pattern is only accepted if the referenced jobnser by the same user as the referring kazch
sub-task of the submitted job is not eligible feeaution unless the corresponding sub-tasks of all
jobs referenced in the comma-separated job id and/or job nhamevistdmpleted. Ifary array

task of the referenced jobs exits with exit code 100, the dependent tasks of the submitted job will
remain ineligible for recution.

With the help of job names or regular pattern one can specify a job dependemaltiple jobs
satisfying the regular pattern or on all jobs with the requested name. The name dependencies are
resohed at submit time and can only be changed via g&lew jobs or name changes of other

jobs will not be taken into account.

If either the submitted job or gjob in wc_job_list are not array jobs with the same range of sub-
tasks (seet option below), the request list will be rejected and the job create or modify operation
will error.

galter allows changing this optiorven while the job &ecutes. The modified parameter will only
be in effect after a restart or migration of the job, haawve

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the ottt jid_ad. (see—jsv option belav or find
more information concerning JSV jsv(1))

=i [[hostname]]file,...

GE 6.2u5

Available forqsub and galter only.

Defines or redefines the file used for the standard input stream of thietfefile constitutes an
absolute filename, the input-path atitid of the job is set tpath, including thehostname If the

path name is relat, Grid Engine gpandspath either with the current working directory path (if

the —cwd switch (see abe) is dso specified) or with the home directory pathhdistnameis
present, the standard input stream will be placed in the corresponding location only if the job runs
on the specified host. If the path contains a ":" withoubstname a leading ":" has to be speci-

fied.

By default /dev/null is the input stream for the job.
It is possible to use certain pseudo variables, whose values will be expanded at runtime of the job
and will be used to express the standard input stream as describeekingtien for the standard

error stream.

Qalter allows changing this optiorven while the job &ecutes. The modified parameter will only
be in effect after a restart or migration of the job, haawve

If this option or a corresponding value gmonis specified then this value will be passed to

defined JSV instances as parameter with the narfsee—jsv option belav or find more informa-
tion concerning JSV ijsv(1))
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—inherit
Available only forgrshandgmakeg1).

grshallows the user to start a task in an already scheduled paralleThaboption—inherit tells

grshto read a job id from the environment variable JOB_ID and start the specified command as a
task in this jobPlease note that in this case, the hostname of the host where the command will be
executed must precede the commandxecate; the syntax changes to

grsh —inherit [ other options] hostname command command_args]

Note also, that in combination witkinherit, most other command line options will be ignored.
Only the options-verbose —v and -V will be interpreted. As a replacement to optiecwd
please usev PWD.

Usually a task should fia the same environment (including the currentking directory) as the
corresponding job, so specifying the optiewi should be suitable for most applications.

Note: If in your system the gmaster tcp port is not configured as a service, but rather viad-the en
ronment variable GE_ QMASTER_PO@Rmake aure that this variable is set in theviennment
when callinggrsh or gmakewith the—inherit option. If you callgrsh or gmakewith the —inherit
option from within a job script, export GE_QMASTER_PDRith the option "-v GE_QMAS-
TER_PORT" either as a command argument or an embeddedwdirecti

This parameter is notwalable in the JSV conie. (see—jsv option belav or find more informa-
tion concerning JSV ijsv(1))

~j yles]In[o]
Available forqsub gsh grsh gloginandqalter only.

Specifies whether or not the standard error stream of the job @gednirto the standard output
stream.

If both the—j y and the—e options are present, Grid Engine sets but ignores the-patior
attribute.

Qalter allows changing this optiorven while the job gecutes. The modified parameter will only
be in effect after a restart or migration of the job, haawve

The value specified with this option or the corresponding value specifigehonwill only be
passed to defined JSV instances if the valyess The name of the parameter will héThe \alue
will be y also when then long foriyes was gecified during submission(see—jsv option belav
or find more information concerning JSVjav(1))

—js job_share
Available forqsub gsh grsh gloginandqalter only.

Defines or redefines the job share of the job xedati other jobs. Job share is an unsignedgete
vaue. Thedefault job share value for jobs is 0.

The job share influences the Share Tree Pa@id the Functional Polc It has no effect on the
Urgeng and Override Policies (seshare_tre€5b), sched_confb) and theGrid Engine Installation

and Administration Guidéor further information on the resource management policies supported
by Grid Engine).

In case of the Share Tree Pygliosers can distribute the tiets to which thgare currently entitled
among their jobs using different shares assigned;jsidf all jobs have the same job sharale,
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the tickets are distributedienly. Otherwise, jobs receg ickets relatve o the diferent job shares.
Job shares are treateddi&an alditional level in the share tree in the latter case.

In connection with the Functional Paljghe job share can be used to weight jobs within the func-
tional job catgory. Tickets are distribted relatie © any uneven job share distribution treated as a
virtual share distribution \&l underneath the functional job category.

If both the Share Tree and the Functional Bofie@ actve, the job shares will hee an efect in
both policies, and the tickets independently\derin each of them are added to the total number
of tickets for each job.

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the namgee—jsv option belev or find more infof
mation concerning JSV igv(1))

—jsv jsv_url
Available forqsub gsh grshandglogin only.

Defines a client JSV instance which will beeeuted to verify the job specification before the job
is sent to gmaster.

In contrast to other options this switch will not heravritten if it is also used in sge_request files.
Instead all specified JSV instances will ieceited to verify the job to be submitted.

The JSV instance which is directly passed with the commandline of a cliesetigesl as first to
verify the job specification. After that the JSV instance which mighe lmen defined inarious
sge_request files will be triggered to check the foébd more details in man pagsv(1l) and
sge_requegb).

The syntax of thgsv_url is specified irsge_types(1f)

-Il resource=valus...
Available forqsub gsh grsh gloginandqalter only.

Launch the job in a Grid Engine queue meeting thiengiesource request list. In caseqzlter
the previous definition is replaced by the specified one.

complex5) describes he a list of available resources and their associated valid value specifiers
can be obtained.

There may be multiplel switches in a single commandoly may request multiplel options to
be soft or hard both in the same command line. In case of a serial job mdipléches refine
the definition for the sought queue.

Qalter allows changing the value of this optiovea while the job is running, only if the initial
list of resources does not contain a resource that isath@k consumable. Wever the modifica-
tion will only be effectve dter a restart or migration of the job.

If this option or a corresponding value gmonis specified the these hard and soft resource
requirements will be passed to defined JSV instances as parameter with thd_amtesnd

|_soft. If reqular expressions will be used for resource requests, then these expressions will be
passed as tlgeare. Also shortcut names will not bepanded. (seejsv option abee a find more
information concerning JSV isv(1))
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-m ble|als|n,...
Available forqsub gsh grsh gloginandqalter only.

Defines or redefines under which circumstances mail is to be sent to thenj@bar to the users
defined with the-M option described bela The option arguments Y@ the following meaning:

‘b’ Mail is sent at the beginning of the job.

‘e’ Mail is sent at the end of the job.

‘a’  Mail is sent when the job is aborted or
rescheduled.

‘s’ Malil is sent when the job is suspended.

‘n”  No mail is sent.

Currently no mail is sent when a job is suspended.

Qalter allows changing the b, e, and a option argumeves while the job &ecutes. The modifi-
cation of the b option argument will only be in effect after a restart or migration of the yob, ho
eva.

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the mamésee—jsv option abee a find more infof
mation concerning JSV in

-M user[@host],...
Available forqsub gsh grsh gloginandqalter only.

Defines or redefines the list of users to which the servertbetites the job has to send mail, if
the server sends mail about the. j@®efault is the job owner at the originating host.

Qalter allows changing this optiorven while the job &ecutes.

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the fdmésee—jsv option abee a find more infof
mation concerning JSV igv(1))

—masterg wc_queue_list

Available for qsub grsh, gsh glogin and galter. Only meaningful for parallel jobs, i.e. together
with the -pe option.

Defines or redefines a list of cluster queues, queue domains and queue instances which may be
used to become the so callathster queuef this parallel job A more detailed description of
wc_queue_listan be found irsge_typeél). Themaster queués defined as the queue where the
parallel job is started. The other queues to which the parallel joinspasks are calleslave

gueues A parallel job only has onmaster queue

This parameter has all the properties of a resource request and will be merged with requirements
derived from the—I option described abe.

Qalter allows changing this optiorven while the job &ecutes. The modified parameter will only
be in effect after a restart or migration of the job, haawve

If this option or a corresponding valuegmonis specified the this hard resource requirement will

be passed to defined JSV instances as parameter with themzestezg. (see—jsv option aboe
or find more information concerning JSVjav(1))
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—notify Available forqsuh grsh(with command) andalter only.

This flag, when set causes Grid Engine to seratriimg" signals to a running job prior to sending
the signals themselves. If a SIG3H is pending, the job will reas a 3GUSR1 sgeral seconds
before the SIGSOR If a SIGKILL is pending, the job will recee a $GUSR2 sgeral seconds
before the SIGKILL. This option provides the running job, before receiving the SIGSTOP or
SIGKILL, a configured time interval to do e.g. cleanup operatidritee amount of time delay is
controlled by thenotify parameter in each queue configuration (gesie _confs)).

Note that the Linux operating system "misused" the user signals SIGUSR1 and SIGUSR2 in some
early Posix thread implementations. You might nahtto use thenotify option if you are run-
ning multi-threaded applications in your jobs under Linux, particularly on 2.0 or earlier kernels.

Qalter allows changing this optiorven while the job &ecutes.

Only if this option is used the parameter nametify with the \aluey will be passed to defined
JSV instances. (segsv option abwee a find more information concerning JSVjav(1))

—now y[es]|n[o]

Available forqsub gsh gloginandqgrsh

—now Yy tries to start the job immediately or not at all. The command returns 0 on success, or 1 on
failure (also if the job could not be scheduled immediatelor array jobs submitted with the

-now option, if all tasks cannot be immediately scheduled, no tasks are schedot®ud.y is

default forgsh gloginandgrsh

With the—now n option, the job will be put into the pending queue if it cannotdeeuted imme-
diately.—now n is default forgsub

The value specified with this option or the corresponding value specifigehanwill only be
passed to defined JSV instances if the valyess The name of the parameter will hew. The
value will bey also when then long foriyes was Pecified during submissionsee—jsv option
above a find more information concerning JSVjav(1))

-N name

GE 6.2u5

Available forqsub gsh grsh gloginandqalter only.

The name of the jolhe name should foll the 'name" definition in sge_typeél). Invalid job
names will be denied at submit time.

If the —N option is not present, Grid Engine assigns the name of the job script to the jobafter an
directory pathname has been rembfrom the script-name. If the script is read from standard
input, the job name defaults to STDIN.

In the case ofjshor glogin with the —N option is absent, the string INTERACT’ is assigned to
the job.

In the case ofjrshif the —N option is absent, the resulting job name is determined from the qrsh
command line by using thegarment string up to the first occurrence of a semicolon or whitespace
and removing the directory pathname.

Qalter allows changing this optiorven while the job &ecutes.

The value specified with this option or the corresponding value specifipdonwill be passed to

defined JSV instances as parameter with the ndmsee—jsv option abee a find more infor
mation concerning JSV igv(1))
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—noshell
Available only forgrshwith a command line.

Do not start the command linevgn to grshin a users login shell, i.e. execute it without the
wrapping shell.

This option can be used to speed wecation as somewverhead, lile the shell startup and sourc-
ing the shell resource files, igaided.

This option can only be used if no shell-specific command line parsing is required. If the com-
mand line contains shell syntaxdilevironment variable substitution or (back) quoting, a shell
must be started. In this case, either do not userbshell option or include the shell call in the
command line.

Example:

grsh echo '$HOSTNAME'’

Alternative all with the -noshell option

grsh -noshell /bin/tcsh -f -¢ 'echo $SHOSTNAME’

—nostdin
Available only forgrsh

Suppress the input stream STDINrsh will pass the option -n to thiesh (1) command. This is
especially useful, if multiple tasks aneeeuted in parallel usingrsh e.g. in amake(1) process - it
would be undefined, which process would get the input.

-0 [[hostname]:]path,...
Available forqsub gsh grsh gloginandqalter only.

The path used for the standard output stream of thdj@path is handled as described in the
option for the standard error stream.

By default the file name for standard output has the fojolb_nameojob_id and
job_nameojob_id.task_id for array job tasks (seé option below).

Qalter allows changing this optiorven while the job gecutes. The modified parameter will only
be in effect after a restart or migration of the job, haawve

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the mani@ee—jsv option abee a find more informa-
tion concerning JSV ijsv(1))

—ot override_tickets
Available forqalter only.

Changes the number ofi@ride tickets for the specified jobRequires manager/operator \p+i
leges.

—P project_name
Available forqsub gsh grsh gloginandqalter only.

Specifies the project to which this job is assigned. The administrator neegs fergaission to
individual users to submit jobs to a specific project. {sg®j option togconf(1)).

If this option or a corresponding value gmonis specified then this value will be passed to

defined JSV instances as parameter with the reimésee—jsv option abee a find more infor
mation concerning JSV igv(1))
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—p priority
Available forqsub gsh grsh gloginandqalter only.

Defines or redefines the priority of the job refatib other jobs. Priority is an integer in the range
-1023 to 1024. The default priority value for jobs is 0.

Users may only decrease the priority of their joBsid Engine managers and administrators may
also increase the priority associated with jobs. If a pending job has higher pitigsitarlier eli-
gible for being dispatched by the Grid Engine scheduler.

If this option or a corresponding valuegmonis specified and the priority is not 0 then thague
will be passed to defined JSV instances as parameter with thepnaisee—jsv option abee a
find more information concerning JSVjgv(1))

—pe parallel_environment n[-[m]]|[-]m,...
Available forqsub gsh grsh gloginandqalter only.

Paallel programming environment (PE) to instantiater more detail about PEs, please see the
sge_typeé€l).

Qalter allows changing this optiorven while the job &ecutes. The modified parameter will only
be in effect after a restart or migration of the job, haawve

If this option or a corresponding valuegmonis specified then the parametpes hame pe_min
andpe_maxwill be passed to configured JSV instances wiperenamewill be the name of the
parallel environment and thalespe_minandpe_maxrepresent the values n and m whichéha
been provided with thepe option. A missing specification of m will be expanded afue
9999999 in JSV scripts and it represents the value infifége—jsv option abee a find more
information concerning JSV isv(1))

—pty y[es]|n[o]
Available forgrshandglogin only.

-pty yes enforces the job to be started in a pseudo terminal (pty). If no ptilable, the job start
fails. -pty no enforces the job to be started without a @y default, grsh without a command
andglogin start the job in a ptygrsh with a commandtarts the job without a pty.

This parameter is nowalable in the JSV coni. (see—jsv option ab@e a find more informa-
tion concerning JSV ijsv(1))

—q wc_queue_list
Available forqsub grsh, gsh gloginandqalter.

Defines or redefines a list of cluster queues, queue domains or queue instances which may be used
to execute this jobPease find a description wfc_queue_lisin sge_typeél). Thisparameter has

all the properties of a resource request and will be merged with requiremewntd e the-|

option described abe.

Qalter allows changing this optiorven while the job gecutes. The modified parameter will only
be in effect after a restart or migration of the job, hawve

If this option or a corresponding value gmonis specified the these hard and soft resource
requirements will be passed to defined JSV instances as parameters with the raamsnd

g_soft If regular expressions will be used for resource requests, then these expressions will be
passed as tlgeare. Also shortcut names will not bepanded. (seejsv option abee a find more
information concerning JSV isv(1))
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~R y[es]|n[o]
Available forqsub grsh gsh gloginandqalter.

Indicates whether a reservation for this job should be done. Ré&earis nger done for immedi-
ate jobs, i.e. jobs submitted using theow yesoption. Pleas@aote that rgardless of the reseav
tion request, job reservation might be disabled using max_egerinsched_conf5) and might
be limited only to a certain number of high priority jobs.

By default jobs are submitted with th& n option.

The value specified with this option or the corresponding value specifighanwill only be
passed to defined JSV instances if the valugess The name of the parameter will Be The
value will bey also when then long foriyes was Pecified during submissionsee—jsv option
above a find more information concerning JSVjav(1))

-1 y[es]|n[o]
Available forqsubandgalter only.

Identifies the ability of a job to be rerun or not. If the valuerois 'yes’, the job will be rerun if

the job was aborted without leaving a consistent exit state. (This is typically the case if the node
on which the job is running crashedj.-r is 'no’, the job will not be rerun under yarmircum-
stances.

Interactive jobs submitted witlgsh, gshor glogin are not rerunnable.

Qalter allows changing this optiorven while the job &ecutes.

The value specified with this option or the corresponding value specifigehanwill only be
passed to defined JSV instances if the valyess The name of the parameter will beThe \alue
will be y also when then long foriyes was ecified during submissionsee—jsv option abee
or find more information concerning JSVjav(1))

—sc variable[=value],...
Available forqsub gsh grsh gloginandqalter only.

Sets the gien name/alue pairs as the jabontext.Value may be omitted. Grid Engine replaces
the jobs previously defined context with the onevgn as he agument. Multiple-ac, —dc, and
—scoptions may be géen. Theorder is important.

Contets provide a way to dynamically attach and reenoeta-information to and from a job
The context variables arot passed to the jod’execution context in its environment.

Qalter allows changing this optiorven while the job &ecutes.

The outcome of theveluation of all-ac, —dc, and —scoptions or corresponding valuesgmonis
passed to defined JSV instances as parameter with theatan®ee—jsv option abee a find
more information concerning JSV jsv(1))

—shell y[es]|n[o]
Available only forgsub

—shell ncauses gsub taxecute the command line directlgs if by exec(2). Nocommand shell
will be executed for the job This option only applies whenb y is also used.Without -b v,
—shell nhas no effect.

This option can be used to speed wecation as somewverhead, lile the shell startup and sourc-
ing the shell resource files igaided.
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This option can only be used if no shell-specific command line parsing is required. If the com-
mand line contains shell syntax, dilemvironment variable substitution or (back) quoting, a shell
must be started. In this case either do not useshell noption or e&ecute the shell as the com-
mand line and pass the path to tkecatable as a parameter.

If a job executed with the-shell noption fails due to a user err@uch as an welid path to the
executable, the job will enter the error state.

—shell ycancels the effect of a previotshell n Otherwise, it has no effect.
See-b and-noshellfor more information.

The value specified with this option or the corresponding value specifigghonwill only be
passed to defined JSV instances if the valyess The name of the parameter will beell The
value will bey also when then long foriyes was Pecified during submissionsee—jsv option
above a find more information concerning JSVjav(1))

Available forqsub gsh grsh gloginandqalter only.

Signifies that all resource requirements following in the command line will be soft requirements
and are to be filled on an "ag#able" basis.

As Grid Engine scans the command line and script file for Grid Engine options and parameters, it
builds a list of resources required by the.jdll such resource requests are considered as abso-
lutely essential for the job to commence. If #soft option is encountered during the scan then all
following resources are designated as "soft requirementsXéoution, or "nice-to-hee, but not
essential". If the-hard flag (see abge) is encountered at a later stage of the scan, all resource
requests following it once again become "essential".ffegd and—soft options in effect act as
"toggles" during the scan.

If this option or a corresponding value gmonis specified then the corresponding and -I
resource requirements will be passed to defined JSV instances as parameter with tlge s@fnes
and|_soft. Find for information in the sections describing and-I. (see—jsv option abee a
find more information concerning JSVjgv(1))

—sync y[es]|n[o]

GE 6.2u5

Available forqsub

—sync ycausegjsubto wait for the job to complete beforgiting. If the job completes success-
fully, gsub’sexit code will be that of the completed jolf the job fails to complete successfully
gsubwill print out a error message indicating ye job failed and will hae an exit code of 1.If
gsubis interrupted, e.g. with CTRL-C, before the job completes, the job will be canceled.

With the—sync noption, gsubwill exit with an &it code of 0 as soon as the job is submitted suc-
cessfully. —sync nis default forqsub

If —sync yis used in conjunction witknow y, qsubwill behare & though only—now y were
given until the job has been successfully scheduled, after whichgsubwill behave & though
only —sync ywere gven.

If —sync yis used in conjunction witht n[-m[:i]] , gsubwill wait for all the jobs tasks to com-
plete before xting. If all the jobs tasks complete successfyllysub’sexit code will be that of
the first completed job tasks with a non-zexih eode, or O if all job tasks exited with an exit code
of 0. If any of the jobs tasks fail to complete successfulggsubwill print out an error message
indicating wly the job task(s) failed and will kia an exit code of 1.If gsubis interrupted, e.qg.
with CTRL-C, before the job completes, all of the gobisks will be canceled.

Information that this switch &s specified during submission is naéilable in the JSV conke.
(see—jsv option abwee a find more information concerning JSVjav(1))
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=S [[hostname]:]pathname,...

Available forqsub gshandqalter.

Specifies the interpreting shell for the j@mly onepathname component without host specifier

is valid and only one path name for aegi host is allowed. Shell paths with host assignments
define the interpreting shell for the job if the host is theewtion host. The shell path without host
specification is used if thexgcution host matches none of the hosts in the list.

Furthermore, the pathname can be constructed with pseudo environment variables as described for
the—e option abwoe.

In the case ofjshthe specified shell path is used teaite the corresponding command inter
preter in thexterm(1) (via its—e option) started on behalf of the interaetijob. Qalter allows
changing this optionven while the job &ecutes. The modified parameter will only be ifeef
after a restart or migration of the job, hawee

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameter with the r&anfgee—jsv option abee a find more informa-
tion concerning JSV ijsv(1))

=t n[-m[:s]]

GE 6.2u5

Available forgsubandgalter only.

Submits a so calledrray Db, i.e. an array of identical tasks beindfeliéntiated only by an inde
number and being treated by Grid Engine almost dikeries of jobs. The option argument-tb
specifies the number of array job tasks and theximdenber which will be associated with the
tasks. The inde numbers will be eported to the job tasks via the environmeiiriable
GE_TASK_ID. The option aguments n, m and s will bevalable through the environmenasi-
ablesGE_TASK_FIRST, GE_TASK_LAST and GE_TASK_STEPSIZE.

Fadlowing restrictions apply to the values n and m:

1 <=n<=MIN(2°31-1, max_aj_tasks)
1 <=m<=MIN(2"31-1, max_aj_tasks)
n<=m

max_aj_taskss defined in the cluster configuration (see_con(5))

The task id range specified in the optiogiement may be a single numparsmple range of the

form n-m or a range with a step size. Hence, the task id range specified by 2-10:2 would result in
the task id indees 2, 4, 6, 8, ad 10, for a total of 5 identical tasks, each with thedrenment
variable GE_TASK_ID containing one of the 5 indaumbers.

All array job tasks inherit the same resource requests and attribute definitions as specified in the
gsubor galtercommand line, except for the option. The tasks are scheduled independently and,
provided enough resources exist, concurrentlyyy much lile sparate jobsHowever, an aray

job or a sub-array there of can be accessed as a single unit by commaqa®likl) orgdel(1).

See the corresponding manual pages for further detail.

Array jobs are commonly used taeeute the same type of operation aryng input data sets
correlated with the task ind@umber The number of tasks in a array job is unlimited.

STDOUT and STDERR of array job tasks will be written intdedént files with the default loca-
tion
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<jobname>.['e’|'0’]<job_id>".<task_id>

In order to change this default, the and—o options (see ah®) can be used together with the
pseudo environment variables $HOME, $USER, $JOB_ID, $J@ORIE $HOSTNAME, and
$GE_TASK_ID.

Note, that you can use the output redirection vertihe output of all tasks into the same filat b
the result of this is undefined.

If this option or a corresponding value gmonis specified then this value will be passed to
defined JSV instances as parameters with the nammm, t_max andt_step (see—jsv option
above a find more information concerning JSVjav(1))

—tc max_running_tasks

—terse

-allow users to limit concurrent array job taskeeution. Parameter max_running_tasks specifies
maximum number of simultaneously running tasksr example we hee unning SGE with 10
free slots. W all qsub -t 1-100 -tc 2 jobscript. Then only 2 tasks will be scheduled tovenn e
when 8 slots are free.

Available forqgsubonly.
-terse causes thgsubto display only the job-id of the job being submitted rather than thdae

"Your job ..." string. In case of an error the error is reported on stderr as usual.
This can be helpful for scripts which need to paimgboutput to get the job-id.

Information that this switch was specified during submission isvailable in the JSV coni.
(see—jsv option abw@e a find more information concerning JSVjav(1))

—u username,...

Available for galter only. Changes are only made on those jobs which were submitted by users
specified in the list of usernameSor managers it is possible to use tdter -u ™ command to
modify all jobs of all users.

If you use the-u switch it is not permitted to specify an additional job_range_list

-V variable[=value],...

Available forqsub grsh(with command argument) arnglter.

Defines or redefines the environment variables to be exported tgethéien context of the jab
If the —v option is present Grid Engine will add theveanment variables defined as arguments to
the switch and, optionallyalues of specified variables, to the&ution context of the job.

Qalter allows changing this optiorven while the job gecutes. The modified parameter will only
be in effect after a restart or migration of the job, hawve

All environment variables specified wittv, -V or the DISPLA variable provided with-display

will be exported to the defined JSV instances only optionally when this is requested explicitly dur
ing the job submissionevification. (see-jsv option abee a find more information concerning
JSV injsv(1))

—-verbose

GE 6.2u5

Available only forgrshandgmakeg1).

Unlike gsh and glogin, grsh does not output gninformational messages while establishing the
session, compliant with the standasti (1) andrlogin (1) system calls. If the optioiverboseis

set, grsh behaes like the gsh and glogin commands, printing information about the process of
establishing thesh (1) orrlogin (1) session.
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—verify Available forqsuh gsh grsh, gloginandqalter.

Instead of submitting a job, prints detailed information about thddxbe job as thouggstat(1)
-j were used, including the effects of command-line parameters and the external environment.

Available forgsub gsh grsh with commanendgalter.

Specifies that all environment variables atnithin the gsubutility be exported to the context of
the job.

All environment variables specified wittv, -V or the DISPLA variable provided with-display

will be exported to the defined JSV instances only optionally when this is requested explicitly dur
ing the job submissionevification. (see-jsv option abee a find more information concerning
JSV injsv(1))

—w ewn[pjv

Available forqsub gsh grsh gloginandqalter.

Specifies a validation Vel applied to the job to be submittegsuib glogin, and gsh or the speci-

fied queued jobdalter). The information displayed indicates whether the job can possibly be
scheduled assuming an empty system with no other jobs. Resource rexgessting the config-
ured maximal thresholds or requestingvailable resource attributes are possible causes for jobs
to fail this validation.

The specifiers e, ym and v define the following validation modes:

‘e’ error - jobs with irvalid requests will be
rejected.

‘w’'w arning - only a warning will be displayed
for invalid requests.

‘n’ none - switches of validation; the default for
gsuhb qalter, grsh, gsh
andglogin.

‘p’ poke - does not submit the job but prints a
validation report based on a cluster as is with
all resource utilizations in place.

‘v’ v erify - does not submit the job but prints a
validation report based on an empty cluster.

Note, that the necessary checks are performance consuming and hence the checking is switched
off by default. Itshould also be noted that load values are neintéhto account with theevifica-

tion since thg are assumed to be too volatileo Tause -w e erification to be passed at submis-

sion time, it is possible to specify non-volatile values (non-consumables) or maxiaiues v
(consumables) in complex_values.

—wd working_dir

GE 6.2u5

Available forqsub gsh grshandqalter only.

Execute the job from the directory specified imriwing_dir This switch will actvate Grid
Engines path aliasing dcility, if the corresponding configuration files are present (see
ge aliaseg5)).

Qalter allows changing this optiorven while the job gecutes. The modified parameter will only
be in effect after a restart or migration of the jobyéer. The parameter value will bevalable

in defined JSV instances as parameter with the ramde(see-cwd switch abee a find more
information concerning JSV isv(1))
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command
Available forqsubandgrshonly.

The jobs <riptfile or binary If not present or if the operand is the single-character stringsub
reads the script from standard input.

The command will bewailable in defined JSV instances as parameter with the GMMIRNAME
(see—jsv option abw@e a find more information concerning JSVjav(1))

command_args
Available forqsub grshandqalteronly.

Arguments to the jabNot valid if the script is entered from standard input.

Qalter allows changing this optiorven while the job gecutes. The modified parameter will only
be in effect after a restart or migration of the job, haawve

The number of commandgments is provided to configured JSV instances as parameter with the
nameCMDARGS. Also the argument values can by accesseguient names ke the format
CMDARG<number> where<number> is a intger between 0 an@MDARGS - 1. (see-jsv

option abwee a find more information concerning JSVjav(1))

xterm_args
Available forgshonly.

Arguments to thexterm(1l) executable, as defined in the configuratioRor details, refer to
ge_conf(5)).

Information concerningterm_args will be available in JSV context as parameters with the name
CMDARGS andCMDARG<number>. Find more information abe in sesctioncommand_args
(see—jsv option abwee a find more information concerning JSVjav(1))
ENVIRONMENTAL VARIABLES
GE_ROOT Specifies the location of the Grid Engine standard configuration files.

GE_CELL If set, specifies the default Grid Engine cetl.aldress a Grid Engine cejsuh
gsh gloginor galteruse (in the order of precedence):

The name of the cell specified in the environment variable GE_CELL,
if it is set.

The name of the default cell, igefault.

GE_DEBUG_LEVEL If set, specifies that debug information should be written to stdeadition the
level of detail in which debug information is generated is defined.

GE_QMASTER_PORT If set, specifies the tcp port on whige gmaste(8) is expected to listen for
communication requestdJost installations will use a services map entry for the
service "sge_gmaster" instead to define that port.

DISPLAY For gsh jobs the DISPLX has to be specified at job submission. If the DIS-
PLAY is not set by using thedisplay or the-v switch, the contents of the DIS-
PLAY environment variable are used as default.

In addition to those environmenanables specified to be exported to the job via-ther the—V option
(see abwee) gsub gsh and gloginadd the following variables with the indicated values to the variable list:
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GE_O_HOME
GE_O_HOST
GE_O_LOGNAME
GE_O_MAIL

GE_O_PATH
GE_O_SHELL
GE_O_TZ
GE_O_WORKDIR
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the home directory of the submitting client.
the name of the host on which the submitting client is running.
the LOGNAME of the submitting client.

the MAIL of the submitting client. This is the mail directory of the submitting
client.

the ecutable search path of the submitting client.
the SHELL of the submitting client.
the time zone of the submitting client.

the absolute path of the current working directory of the submitting client.

Furthermore, Grid Engine sets additional variables into ths plironment, as listed belo

ARC
SGE_ARCH

GE_CKPT_ENV

GE_CKPT_DIR

GE_STDERR_RTH

GE_STDOUT_RTH

GE_STDIN_RTH

GE_JOB_SPOOL_DIR

GE_TASK_ID

GE_TASK_FIRST

GE_TASK_LAST

GE_TASK_STEPSIZE

ENVIRONMENT

HOME

GE 6.2u5

TheGrid Engine architecture name of the node on which the job is running. The
name is compiled-in into thge _execd8) binary.

Specifieshe checkpointing efronment (as selected with theckpt option)
under which a checkpointing joleeutes. Only set for checkpointing jobs.

Onlyset for checkpointing jobs. Contains patpt_dir (seecheckpoini5) ) of
the checkpoint interface.

the pathname of the file to which the standard error stream of the joferiedii
Commonly used for enhancing the output with error messages from prolog, epi-
log, parallel environment start/stop or checkpointing scripts.

the pathname of the file to which the standard output stream of the job is
diverted. Commonly used for enhancing the output with messages from prolog,
epilog, parallel environment start/stop or checkpointing scripts.

the pathname of the file from which the standard input stream of the joleris tak
This variable might be used in combination with GE_O_HOST in prolog/epilog
scripts to transfer the input file from the submit to tkecetion host.

Theirectory used bge shepherd8) to store job related data during joteeu-
tion. This directory is owned by root or by a Grid Engine adminig&aticount
and commonly is not open for read or write access to regular users.

Theindex number of the current array job task (se¢eption ab@e). This is an
uniqgue number in each array job and can be used to reference different input
data records, for example. This environment variable is set to "undefined” for
non-array jobs. It is possible to change the predefinfgb\of this variable with

—-v or -V (see options alve).

Theindex number of the first array job task (seeoption abwoe). It is possible
to change the predefined value of this variable withor -V (see options
above).

Theindex number of the last array job task (s€eoption abee). It is possible
to change the predefined value of this variable withor -V (see options
above).

Thestep size of the array job specification (seeption abee). It is possible to
change the predefined value of this variable witlor -V (see options alve).

TheENVIRONMENT variable is set to 8 CH to identify that the job is being
executed under Grid Engine control.

Theusers home directory path from thgasswd?5) file.
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HOSTNAME
JOB_ID

JOB_NAME

JOB_SCRIPT

LOGNAME
NHOSTS
NQUEUES
NSLOTS
PATH

SGE_BINARY_RTH

PE

PE_HOSTFILE

QUEUE
REQUEST

RESTARTED

SHELL

TMPDIR
TMP

TZ
USER

SGE_JSV_TIMEOUT

RESTRICTIONS

Grid Engine User Commands SUBMIT(1)

The hostname of the node on which the job is running.

Aunique identifier assigned by tge gmaste(8) when the job ws submitted.
The job ID is a decimal integer in the range 1 to 99999.

The job name. For batch jobs or jobs submitted lgysh with a command, the
job name is built as basename of tdwbscript filename resp. thgrsh com-
mand. er interactve jobs it is set to INTERACTIVE' folgshjobs, ‘QLOGIN’
for gloginjobs and ‘QRLOGIN’ forgrshjobs without a command.

This default may bewerwritten by the-N. option.

Theath to the job script which ixecuted. The value can not beepwritten by
the—v or -V option.

The users login name from thpasswd?5) file.

Thenumber of hosts in use by a parallel job.

Thenumber of queues allocated for the jolwgais 1 for serial jobs).
Thenumber of queue slots in use by a parallel job.

A default shell search path of:
/usr/local/bin:/usr/ucb:/bin:/usr/bin

The path where the Grid Engine binaries are installed. @l vs the concate-
nation of the cluster configuratiomluebinary path and the architecture name
$SGE_ARCH environment variable.

Theparallel environment under which the joteeutes (for parallel jobs only).

Thepath of a file containing the definition of the virtual parallel machine
assigned to a parallel job by Grid Engine. See the description $pehdnostfile
parameter irge_pe(5) for details on the format of this file. Thevennment
variable is only gailable for parallel jobs.

Thename of the cluster queue in which the job is running.

Available for batch jobs only.

The request name of a job as specified with-fReswitch (see abe) or taken
as the name of the job script file.

Thisvariable is set to 1 if a job &s restarted either after a system crash or after
a migration in case of a checkpointing jothe variable has the value 0 other
wise.

Theusers login shell from thepasswd5) file. Note: This is not necessarily the
shell in use for the job.

Theabsolute path to the jabtemporary working directory.
Thesame as TMPDIR; provided for compatibility with NQS.
Thetime zone variable imported froge_execd8) if set.
Theusers login name from thpasswd5) file.

Ithe response time of the client JSV is greater than this timeout value, then the
JSV will attempt to be re-started. The default value is 10 seconds, andlti@s v
must be greater than 0. If the timeout has been reached, the JSV will only try to
re-start once, if the timeout is reached again an error will occur.

There is no controlling terminal for batch jobs under Grid Engine, apteats or actions on a controlling
terminal will fail. If these operations are in your .login or .cshrc filey thay cause your job to abort.

GE 6.2u5
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Insert the following test before yrommands that are not pertinent to batch jobs in your .login:

if ($?JOB_NAME) then
echo "Grid Engine spooled job"

exit0
endif
Don't forget to set your shedl'sarch path in your shell start-up before this code.
EXIT STATUS
The following exit values are returned:
0 Operation wasxecuted successfully.
25 It was ot possible to register awegob according to the configuredax_u_jobsor max_jobs
limit. Additional information may be found sge_con¢5)
>0 Erroroccurred.
EXAMPLES

The following is the simplest form of a Grid Engine script file.

#!/bin/csh
a.out

The next example is a more complérid Engine script.

#!/bin/csh

# Which account to be charged cpu time
#3 -A santa_claus

# date-time to run, format [[CClyy]MMDDhhmm[.SS]
#$ -a 12241200

#to run | want 6 or more parallel processes
# under the PE pvm. the processes require
# 128M of memory

#$ -pe pvm 6- - mem=128

#1f 1 run on dec_x put stderr in /tmp/foo, if |
# run on sun_yput stderr in /usr/me/foo
#$ -e dec_x:/tmp/foo,sun_y:/usr/me/foo

# Send mail to these users
#$ -M santa@nothpole,claus@northpole

# Mail at beginning/end/on suspension
#$ -m bes

# Export these environmental variables
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FILES

#$ -v PVYM_ROQ,FOOBAR=BAR
# The job is located in the current
# working directory.

#$ -cwd

a.out

$REQUEST.0JID[.TASKID]  STDOUT of job #JID
$REQUEST.eJID[.TASKID] STDERR of job
$REQUEST.poJID[.TASKID] STDOUT of parenv. of job
$REQUEST.peJID[.TASKID] STDERR of parenv. of job

$cwd/.ge_aliases cwd path aliases
$cwd/.ge_request  cwd default request
$HOME/.ge_aliases user path aliases
$HOME/.ge_request user default request
<ge_root>/<cell>/common/ge_aliases

cluster path aliases
<ge_root>/<cell>/common/ge_request

cluster default request
<ge_root>/<cell>/common/act_gmaster

Grid Engine master host file

SEE ALSO

ge intro(1), gconf(1), gdel(1), ghold(1), gmod(1), grls(1), gstat(1), accounting5), ge aliaseg5),
ge_conf(5), ge _requests), ge pe(5), complex5).

COPYRIGHT

If configured correspondinglygrsh and glogin contain portions of thesh, rshd, telnetand telnetd code
copyrighted by The Regents of the Waisity of California. Therefore, the folldng note applies with
respect togrsh and glogin: This product includes software \a#oped by the Uniersity of California,
Berkeley and its contributors.

See ge.intro(1l) as well as the information prded in <ge_root>/3rd_party/qrsh and
<ge_root>/3rd_party/glogin for a statement of further rights and permissions.
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